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Learning from Web data is increasingly popular but remains challenging.
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Background: Multi-instance Learning

By treating each cluster as a “bag” and the images in each bag as “instances”,  
multi-instance learning (MIL) methods are used for visual recognition.

Relevant Images 

Irrelevant Images 

… Extract 
Features

Relevant Images

Irrelevant Images 

Positive Bags :

Negative Bags :

…

…

…

Construct
Bags

…

…

…

…

…

…



Background: Domain Generalization
 Domain Adaptation

source domain

 Domain generalization is to generalize source domain to unknown target domain.
Source domain may contain multiple latent domains characterized by different   
hidden factors (e.g., pose, illumination). 
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Formulation

Preliminary: multi-class multi-instance formulation
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Formulation
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Precompute probabilities: disover latent domains 



Formulation

Final formulation: weakly supervised domain generalization 

mi ,calculated from

MMD-based regularizer



Experimental Results 
1. Video Event Recognition  training dataset: Flickr  test dataset: Kodak, CCV
2. Image Classification          training dataset: Bing   test dataset: Caltech-256
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Thanks for your attention!


