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ABSTRACT

Humans learn new concepts with very little supervision, yet
our best deep learning systems need hundreds of thousands of
examples. Inspired by recent advances in few-shot learning,
we bring dimensionality reduction techniques into this field,
we extend the Matching-Based few-shot generative architec-
ture with DrLLIM [1], which translates high dimensional data
to a low dimensional representation such that similar input
objects are mapped to nearby points on a manifold, in this
way we obtain a better result in the matching procedure.

Index Terms— Few-shot learning, generative adversarial
network

1. INTRODUCTION

Few-shot learning is the problem posed through learning new
skills and abilities for tasks from small amounts of labelled
data, while few-shot generation is the up-stream of its ap-
plication. Deep generative networks like Variational Auto-
Encoder(VAE) [2] and Generative Adversarial Network [3]
have shown excellent performance on generation problems,
unfortunately, large quantities of training samples are re-
quired, which handicaps its application. Various network ar-
chitectures have been developed over the years to take on this
challenge of few-shot generation, such as Generative Match-
ing Network(GMN) [4]; Data Augmentation Generative Ad-
versarial Network(DAGAN) [5]; Domain Adaptive Few-shot
Generation Framework for GANs(DAWSON) [6]; Matching-
GAN [7].

The goal of few-shot generation is to build an generative
model by pre-training on multiple source domains, the pre-
trained model should generate samples with a limited num-
ber of examples in the target category provided. Matching-
GAN [7], as well as GMN [4], uses encoders to generate the
representation vector of the conditional images, and trains it
with the weighted reconstruction loss, feature matching loss
and other two loss functions, both of them are actually mea-
surements of the difference between the output image and the
conditional images or their linear combination. Let us dive
deeper, in the matching procedure, a random vector and the
conditional images are mapped into the matching space using
encoders implemented as neural networks, and then similarity
score is computed. In order to maintain the similarities in the

original space, we apply contrastive loss function proposed in
DrLIM [1] to the training of the encoder, thus we propose a
feature interpolation based few-shot generative model in this
report.

2. RELATED WORK

Generative Adversarial Networks(GAN) [3], and specifically
Deep Convolutional GANs(DCGAN) [8] are extensively used
in the field of natural language processing, audio generation
and image generation, many improved versions have been
proposed in the past years. GANs have emerged as one of the
dominant approaches for generating new realistically looking
samples. However, while very powerful, GANs can not be
applied to situations where acquiring training data is really
expensive or even impossible.

Inspired by the matching networks for one-shot learning
in discriminative tasks, Generative Matching Network [4] is
proposed, a new observation is generated by first mapping
both latent vector and conditional images to the same match-
ing space, and then attention kernel is calculated, which pro-
vides normalized weights assigned to each conditional obser-
vations. Based on the fused features of the conditional ob-
jects, generator is trained to output a new observation. Hence
forth many networks share the same idea, DAGAN [5] com-
bining generator and discriminator, adversarial training leads
the network to generate new images from old ones that are
similar enough to be considered within the same category,
while dissimilar enough to be a different sample. DAW-
SON [6] incorporates GANs and MAML-style meta-learning
algorithms. MatchingGAN [7] proposed several useful loss
functions that are adopted for the model. In this work, we pro-
pose a novel network architecture which combines matching
procedure, dimensionality reduction techniques and GANs.

3. OUR METHOD

3.1. Problem Statement

We first clarify some terminologies that will be used through-
out the discussion of our model. We use Cs = {¢;|K 1} to
denote the collection of seen categories. The collection of
unseen categories is denoted as C,, = {¢;|M,}. Our model
Fig. 1 aims to learn a mapping from the conditional images
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Fig. 1. The framework consists of a generator and discriminator. Gaussian noise and conditional images {x1, €2, . .

., &} are

mapped to the matching space, specifically, contrastive loss L. is used for the training of the encoder E¢.

within a category 7 = {z;|"_, } to a new image & in the same
category. During the training, only images from the seen cat-
egories are fed into the network. The trained model should be
able to output satisfactory image without fine-tuning on the
target category.

3.2. Generator

Firstly we sample random noise from the prior z ~ p(z), here
the prior is simply a standard Normal distribution. Latent vec-
tor and conditional observations typically have very different
representations, we first project them to the same matching
space using Pg and E respectively. The problem is to find a
function that maps high dimensional input variables to one di-
mensional outputs, given neighborhood relationships between
samples in input space. Here we define the contrastive loss.
Unlike loss functions that sum over samples, this loss runs
over pairs of samples. Let @1, x5 be a pair of input vectors,
binary label y is defined as,
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Let Dyy denotes the Euclidean distance between the out-
puts of Eg,

Dy (z1,x2) =| Ec(x1) — Ec(x2) ||2 2)
Where W is the parameters of the encoder Eg, then the

contrastive loss can be written as,

P

LW) =D LW, (1,22,9)") (3)
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LW, (@1,22,9)") = (1 - y)L1(Dy) +yLa(Diy) @)

(@1, x2,y)" is the i-th labeled sample pair, and P is the
number of training pairs. Here, we further define £, and £,
as follows,

1
£1(Dw) = 5(Dw)* )

1
Lo(Dyy) = §{mam(0, m — Dy)}? (6)

m > 0 can be considered as a threshold, only those dis-
similar pairs with distance within m will contribute to the
loss. In this way, we pull similar pairs together and push dis-
similar pairs apart by minimizing £.(WV) with respect to W.
It is obvious that we should form the labeled training set be-
fore anything happens, we achieve this by pairing each sample
x; with all other training samples and label the pairs so that
y = 0 if they are from the same category, and y = 1 other-
wise. Combining all the pairs, we have P = C%, = %
training cases.

In the matching space, attention kernel is define as,

exp(sim(Pg(z), Ec(x;)))
S0 eap(sim(Pa(z), Ea(x)))

Here we use the cosine similarity as similarity function.
The key component of this network is the encoder Fiz and
decoder GG, which is implemented as a combination of UNet
and ResNet. The UResNet has a total of 8 blocks. We inter-
polate the features extracted by Fg,

(N

ac(z,x;) =

h
ra =Y ac(z i) Fo(x;) ®)

i=1
Finally, the decoder is provided with rg and the latent
vector z, and outputs the generated image x*. To make sure



that the generated image maintain the fused feature of the con-
ditional images, here we define the weighted reconstruction
loss,

h

L, = Zag(z,a:i) | 2* —x; |1 )

i=1

3.3. Discriminator

The adversarial discriminator is trained to discriminate be-
tween the real images and the generated images, two losses
are defined here,

Lg = Egz+[maxz(0,1 4+ D(x*)] + Eg,[maz(0,1 — D(x;))]
Ly = —Ey-[D(z7)] (10)

Discriminator D is trained to minimize £, while the gen-
erator is trained to minimize £,. We replace the full con-
nected layer with another F'C' layer with K outputs, which
is the number of seen categories. Then we employ the cross
entropy loss,

Ece = _Ing(C(mNm) (11)

c(x) is the category of image x. Lastly, to cooperate with
the feature fusion strategy, we employ the feature matching
loss,

h
Ly =Y ac(zx)D(@:;) - D(@") L (12)
i=1

3.4. Training

The total loss function can be written as,

£:)\c£c+£d+£g+>\r£r+£ce+)\fﬁf (13)

During adversarial learning, the discriminator D is trained
with L4 and L., while the generator is trained with L., L,

Ly, Lee,and L.

4. EXPERIMENTS

Our team is familiar with pytorch instead of tensorflow, so
we’ve obtained some results based on DAGAN originally pro-
posed by Antreas Antoniou.

We conduct experiments on two datasets: Omniglot and
VGGFace. And we choose FIGR and GMN as baselines.

For Omniglot (resp., VGGFace), a total of 1623 (resp.,
2395) categories are split into 1200 (resp., 1802) seen cate-
gories, 212 (resp., 497) validation seen categories, 211 (resp.,
96) unseen categories. Validation seen categories are used to
monitor the training procedure, but not engaged in updating
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Fig. 2. Images generated by DAGAN on Omniglot.

Fig. 3. Images generated by DAGAN on VGGFace.

model parameters. For VGGFace, some categories have more
than 100 samples. For these categories, we randomly choose
100 images from each category to fit a low-data setting.

4.1. Quantitative Evaluation of Generated Images

We evaluate the quality of images generated by different
methods on VGGFace dataset based on commonly used
Inception Scores (IS) [9] and Fréchet Inception Distance
(FID) [10].

We generate 128 images for each unseen category using
each method(FIGR, GMN and DAGAN), based on which FID
and IS are calculated. See Table 1.

4.2. Low-data Classification

To further evaluate the quality of generated images, we use
generated images to help downstream classification tasks in
low-data setting in this section. For low-data classification
on unseen categories, we randomly select a few (e.g., 5, 10,
15) training images per unseen category while the remaining
images in each unseen category are test images.

We use ResNetl8 [11] pretrained on seen categories as
backbone network, train the classifier based on the training



Table 1. FID ({) and IS (1) of images generated by different
methods on VGGFace dataset.

Methods FD() [ ISM |
FIGR 154.21 5.19
GMN 201.12 6.38

DAGAN 120.63 3.97

Table 2. Accuracy(%) of different methods on different
datasets in low-data setting.

Accuracy
Method Dataset 5 ‘ 0 ‘ 5
Standard | Omniglot | 66.22 | 81.87 | 83.31
FIGR Omniglot | 69.23 | 83.12 | 84.89
GMN Omniglot | 67.74 | 84.19 | 85.12
DAGAN | Omniglot | 87.73 | 89.30 | 95.33

images of unseen categories, and finally predict the test im-
ages of unseen categories.

We use generated images to augment the training set of
unseen categories. For each few-shot generation method, we
generate 512 images for each unseen category based on the
training set of unseen categories. Then, the ResNet18 classi-
fier is trained on the augmented training set (original training
set and generated images) and applied to the test set of unseen
categories.

5. CONCLUSION

In our work, we initially proposes to bring dimensionality re-
duction methods into few-shot generation problem, and we
believe that the performance of the MatchingGAN should be
improved by combining a new loss function into the origi-
nal one. However, our teammates used to code under the
framework of pytorch instead of tensorflow, so we ran the
pytorch implementation of DAGAN on two datasets and ob-
tained some results. The result is very similar to those listed
in the paper of MatchingGAN.
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